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Abstract 

Automatic associations involving alcohol have been proposed to play a role in drinking 

behaviour. Such associations are often assessed using implicit measures such as the Implicit 

Association Test (IAT). Neural network language models provide computational measures of 

semantic relationships between words. These model-based measures could be related to 

behavioural alcohol-related associations as observed using the IAT. If so, this could provide a 

step towards better understanding of the nature of automatic associations and their 

relationship to behaviour. The current study therefore aimed to test whether there is a 

systematic covariation over items between model-based and behaviour-based associations. 

Analyses were performed for two single-target IATs from a previously published study. One 

task involved alcohol-versus-non-alcohol drinks and positive associates, and the other 

alcohol-versus-non-alcohol drinks and negative associates. The GenSim library and a 

pretrained word2vec model were used to calculate a relative computational association 

between specific items from the positive and negative categories, respectively, and the 

alcohol versus non-alcohol word sets. In both tasks, a significant covariance between items’ 

computational and behavioural measures of association was found over participants. The 

results thus add to the information on the relationship between neural network language 

models and psychological associations. They may provide methodological strategies for task 

design and data analysis. Models of semantic associations connect computational linguistics 

and social-cognitive psychology and may provide a theoretical link between measures of 

alcohol-related associations using verbal stimuli and alcohol-related cognition and 

behaviours. 
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Natural language processing involves machine learning methods that generate a representation of 

the meaning of words. The neural network language model (NNLM) approach to this, such as the 

word2vec algorithm, trains a neural network to predict the surrounding words of a given word 

(Mikolov, Chen, et al., 2013; Mikolov, Sutskever, et al., 2013). This produces a hidden layer of, e.g., 

300 nodes, the weights to which can be used as a vector that represents this kind of word meaning, 

and that can be used to connect vector calculus to meaning. For instance, using these vectors, 

“monarch” plus “female” minus “male” does indeed produce a vector close to that for “queen”, 

while “monarch” plus “male” minus “female” is closer to “king”. This approach not only provides an 

interesting computationally defined conceptual framework for meaning, but also a range of methods 

of potential interest to psychological questions, leveraging textual data with emotional or psychiatric 

content (Min et al., 2021; Tausczik & Pennebaker, 2010; Yin et al., 2019). However, it remains to be 

determined to what extent, and in which ways, such computational models reflect actual human 

cognition. In particular, do they have the potential to better understand the nature of automatic 

associations such as those involved in dual process models of addiction (McClure & Bickel, 2014; 

Stacy & Wiers, 2010)? 

For this to be the case, it is necessary to show that computational similarities between semantic 

vectors are related to psychological associations as measured via behavioural effects. One approach 

to such measurement is the Implicit Association Test, IAT (De Houwer et al., 2009a; Greenwald et al., 

1998). This is a reaction time task in which participants categorize stimuli. Critically, multiple 

categories are assigned to the same response. For instance, the task could involve using a left-hand 

response button that represents the categories “insects” and “dirty” and a right-hand response 

button that represents “flowers” and “pretty”. This mapping of categories to responses would be 

considered congruent, as associated categories are mapped to the same response. The incongruent 

mapping would have “insects” and “pretty” mapped to one response button, and “flowers” and 

“dirty” mapped to the other. The IAT presents blocks alternating between such congruent and 

incongruent mappings, and incongruent mappings result in slower reaction times and higher error 



rates than congruent mappings. We briefly note that although the validity of the IAT, in particular as 

a measure of individual differences, is debated (Blanton et al., 2009; De Houwer et al., 2009b), basic 

congruence effects such as those involving insects versus flowers are strong and replicable (Gladwin 

et al., 2012; Greenwald et al., 1998); the current study concerns widespread, population-level 

associations and general psychological processes rather than individual differences. However, 

previous research has shown relationships between what the IAT measures and self-reported 

behaviour related to alcohol use. Risky drinking is associated with stronger associations between 

alcohol and approach (Ostafin & Palfai, 2006; Palfai & Ostafin, 2003) and weaker associations 

between alcohol and negative concepts (Houben et al., 2009, 2010; Wiers et al., 2002). Individual 

differences between IAT measures and attentional bias have been found, stronger alcohol-negative 

associations being associated with attentional avoidance of alcohol stimuli (Gladwin & Vink, 2018). 

Previous research has already shown connections between computational semantic similarity and 

behavioural associations. Computational similarities between words represented as word-

embeddings, or vectors in language models, have been shown to mirror a range of prejudices 

expressed in behavioural data (Caliskan et al., 2017). This was noted to represent a risk in societal 

uses of machine learning, but also demonstrates that such meaning representations reflect 

psychological patterns. Going a step further, a covariation was demonstrated, over studies, between 

linguistic similarities between items based on co-occurrence of words in a large corpus of textual 

data and behavioural effects in lexical IATs (Lynott et al., 2012). It was noted that multiple causal 

interpretations of such findings are currently possible. Nevertheless, if a strong empirical foundation 

can be established that shows that behavioural data can be explained by semantic models, then 

connecting computational models to implicit measures could progress our theoretical understanding 

of the nature of “associations” in implicit biases. 

The current study aims to continue this line of inquiry in the alcohol context, by testing at the item 

level whether alcohol-related associations measured via the IAT are related to variations in NNLM-



based semantic similarities involving specific words in IATs. The data used for this concerned IAT-

derived alcohol-valence associations. This particular dataset involved two variants of the IAT, one of 

which assessed alcohol-related associations with positive stimuli, e.g., “Social”, “Exciting”, and 

“Acceptance”, and one with negative stimuli, e.g., “Violent”, “Disapproval”, and “Failure” (Gladwin & 

Vink, 2018). The hypothesis was that item-specific congruence effects on behavioural performance 

measures would be associated with the computed relative similarity of the valence items with the 

sets of alcohol versus non-alcohol stimuli. 

Methods 

The data and source code used in the analyses are available at 

https://figshare.com/s/835d5be0307f69fbe7c4. 

Psychological data and score calculation 

The behavioural data came from a previously published study, where task details and results are 

available (Gladwin & Vink, 2018). The data that could be used for the current analyses consisted of 

75 participants, one of which was rejected in quality checks for extremely low accuracy, leaving 74 

participants. We briefly repeat the task description for convenience here. A variant of the IAT was 

used in which there was one contrasting pair of categories - alcoholic versus non-alcoholic - but a 

single valence category. This version of the IAT has the form of a “single-target” IAT, STIAT (Dickson 

et al., 2013), where in this case the “target” is the valence. Two different STIATs were used: one had 

the valence category “positive”, the other “negative”; in both cases, the stimuli were chosen to be 

theoretically associated with alcohol. Positive words were: “Confident”, “Social”, “Exciting”, 

“Relaxing”, “Acceptance”, “Worthwhile”, and “Success”. Negative words were “Dangerous”, 

“Violent”, “Boring”, “Disgusting”, “Disapproval”, “Hangover”, and “Failure”. In both task versions, 

alcohol words were the beverages (familiar to the study population) “Beer”, “Wine”, “Heineken”, 

“Amstel”, “Grolsch”, “Whiskey”, and “Gin”; and non-alcohol words were the beverages “Juice”, 

“Tea”, “Coffee”, “Water”, “Cassis”, “Milk”, and “Cola”. (In the original study, the separate STIATS 



were used to allow the assessment of potential simultaneous positive and negative associations with 

alcohol versus non-alcohol.) Critically, blocks in the STIAT vary in the mapping of categories to 

response buttons. Alcohol and non-alcohol stimuli always required responses using opposite 

buttons. On congruent blocks, the valence category was mapped to the alcohol key; on incongruent 

blocks, the valence category was mapped to the non-alcohol key. Congruence thus refers to the 

assumed association between alcoholic, relative to non-alcoholic, drinks and the positive or negative 

concepts. 

The behavioural measures of association between alcohol-versus-non-alcohol and the respective 

valences were (1) the difference in reaction time (RT) on accurate trials and (2) the difference in 

accuracy, between congruent and incongruent blocks when responding to valence words. That is, 

e.g., if there is an automatic association between alcohol and positive, participants should be faster 

and more accurate to respond to the word “Confident” when it is mapped to the Alcohol response 

button than when it is mapped to the Non-alcohol response button. Behavioural performance 

measures were derived only from valence words as these were always associated with a shared 

response button, whereas the change in mapping from congruent to incongruent blocks for alcohol 

and non-alcohol words was confounded with a shift from being the only category mapped to one 

button to sharing a response button. For the current study, for each valence word the difference, for 

reaction time and accuracy, between responses in congruent and incongruent blocks were 

calculated, per participant. The median reaction time over trials and the mean accuracy over trials 

were used. A negative score for RT means that responses were faster in the congruent block and a 

positive score for accuracy means that responses were more accurate in the congruent block. 

Modelling of semantic associations 

The basis of the quantification of semantic associations was the word2vec algorithm (Mikolov, Chen, 

et al., 2013; Mikolov, Sutskever, et al., 2013). This algorithm uses the interrelationship between 

words in a large corpus of sentences to represent words as a 300-dimensional vector. In the current 



analyses, the GenSim library was used (Řehůřek & Sojka, 2010), with word vectors based on the 

Google News corpus, GoogleNews-vectors-negative300. The cosine similarity between word2vec 

vectors was used a measure of similarity between a given pair of words. 

These similarities were used to calculate an alcohol-association score between each individual 

valence word and the sets of words of the alcohol and non-alcohol stimulus sets. For a given valence 

word (e.g., “Exciting”), the score was calculated as its mean similarity with the set of alcohol words 

minus its mean similarity with the set of non-alcohol words. The similarity scores were, for the 

positive words: "confident": .0082, "social": -.0082, "exciting": .028, "relaxing": .013, "acceptance": -

.0051, "worthwhile": .0028, "success": .0058; and for the negative words: "dangerous": -.030, 

"violent": .0078, "boring": -.030, "disgusting": -.0067, "disapproval": -.025, "hangover": .033, 

"failure": -.046. 

Preprocessing 
The z-score of all reaction time difference scores, over all participants and all words, was calculated. 

Reaction times with an absolute z-score over four were considered outliers and removed. It was also 

checked, per participant, whether at least three words within a task and block type had a valid RT 

difference score (i.e., at least one accurate trial, that was not an outlier) and whether the overall 

accuracy was at least .5. The resulted in one participant being rejected. We acknowledge that this 

procedure differs from that often used in traditional IAT analyses. 

Statistical tests of relationships between behavioural and computational associations 

The statistical tests were performed for the positive and the negative task variants separately, and 

for RT and accuracy separately. Per task and for RT and accuracy, within each participant, the 

covariance between the valence words’ behavioural and computational association score was 

calculated as that participant’s behavioural-computational association score. A one-sample t-test 

was performed to determine whether the mean of these per-subject covariances was significantly 



non-zero. That is: is there, over all participants, a consistent direction of a measure of their within-

subject association between their behavioural and computational association scores? 

Results 

The mean reaction times were, for the positive task, 648 (SD = 130) ms on incongruent blocks and 

668 (SD = 148) ms on congruent blocks; and for the negative task, 681 (SD = 115) ms on incongruent 

blocks and 654 (SD = 112) ms on congruent blocks. The mean accuracies were, for the positive task, 

.91 (SD = .096) on incongruent blocks and .85 (SD = .12) on congruent blocks; and for the negative 

task, .86 (SD .12) on incongruent blocks and .91 (.093) on congruent blocks. For the positive task, a 

within-subject effect of block type indicating a reversed association between alcohol and positive 

concepts was found for accuracy (t(73) = -4.09, p = .0001), but no effect was found for RT (t(73) = 

0.51, p = .61). For the negative task, a within-subject effect of block type indicating an association 

between alcohol and negative concepts was found for accuracy (t(73) = 2.74, p = .0077) and RT (t(73) 

= -2.51, p = .01). We briefly note that in the prior findings (Gladwin & Vink, 2018), a number of 

associations were found between the behavioural data and questionnaire scales concerning risky 

drinking, social drinking motives, and enhancement drinking motives, as well as with attentional bias 

measures. 

The relationships between computational and behavioural associations scores are shown in Figure 1. 

For the alcohol-positive task, there was a significant association between computational and 

behavioural association scores for RT (mean = -0.29, t(73) = -2.03, p = .046): that is, items with 

stronger computational associations with alcohol had stronger congruence effects, i.e., faster 

reaction times on congruent versus incongruent blocks. There was no association for accuracy (mean 

= -0.00, t(73) = -1.46, p = .15). 



For the alcohol-negative task, there was a significant association for RT (mean = -1.22, t(73) = -4.19, 

p < .001), in the expected direction. The association for accuracy was also significant for this task 

variant (mean = 5.32, t(73) = 5.32, p < .001), in the expected direction. 

<Figure 1 around here.> 

Discussion 

The current study aimed to determine whether variations in computational similarity, based on a 

NNLM, is associated with behavioural effects of congruence versus incongruence. This was indeed 

found to be the case in two Implicit Association Test variants involving alcohol-related associations. 

Items with stronger computational associations with alcohol also had stronger behavioural 

congruence effects, for alcohol-positive as well as alcohol-negative associations. The results suggest 

some interesting directions for theory and methods. 

From the perspective of the features of NNLM and the word2vec algorithm, the current results 

provide further evidence that such methods capture at least some aspects of the kind of 

psychological processing involved in implicit measures. This empirically extends knowledge on the 

method’s ability to usefully quantify meaning to the domain of dual process models of automatic 

versus reflective cognitive processing (Bargh, 1994; Deutsch & Strack, 2006; Schneider & Shiffrin, 

1977). The model could thus conceivably be used to support a range of applications involving 

“nudging” or cognitive bias modification (Gladwin et al., 2016; MacLeod, 2012). Such interventions 

aim to influence behaviour via inducing changes in automatic processes; for instance, approach-

avoidance retraining for alcoholism has been shown to reduce the chances of relapse (Eberl et al., 

2013; Rinck et al., 2018; Wiers et al., 2011), with statistical mediation via implicit measures (Eberl et 

al., 2013; Gladwin et al., 2015). Where interventions involve verbal stimuli, in communications or as 

stimuli in training paradigms, stimulus selection could leverage semantic similarities to optimize the 

desired associations. 



Conversely, from the perspective of theories of automatic associations, the results may provide a 

stepping stone to more precise, computational models of associations in human cognition. While the 

claim here is of course not that the current results imply that the brain implements any particular 

specific algorithm, and the relationship between corpora-based linguistic models and cognition is 

complex (Wingfield & Connell, 2019), using a semantic model provisionally may generate more 

specific hypotheses than very general concepts of associations. That is, rather than visualizing an 

association as two circles connected by a line, where the circles represent words and the line 

represents their association, an association becomes a relatively similar pattern of weights in a 

neural network layer following a certain kind of training. Whether the brain could implement such 

training in an analogous way is a question for further computational neuroscientific research, 

although we note that there certainly exists promising research into neurally plausible analogues for 

computational neural networks (Hao et al., 2020; Jocham et al., 2011; Suri & Schultz, 1999). 

Such modelling of semantic relationships also serves to emphasize the fundamental question of the 

relationship between task-specific processes involving verbal stimuli and putatively-related 

automatic processes underlying behaviour (Lynott et al., 2012). In the context of alcohol use, 

drinking behaviour and experiences may affect the meaning assigned to certain stimuli and the 

words associated with them; e.g., for a social drinker, the feature of a drink or situation being 

alcohol-related could imply it acquires the meaning of enjoyable, friendly, and so on. For coping 

drinking, the meaning of alcoholic could include a reduction in stress. Our models of such 

associations in meaning in this broader psychological sense could be analogous to semantic vectors, 

except for being acquired from learning experiences rather than a corpus of texts. The reinforcing 

effects of alcohol could then play a role in biasing the acquisition of alcohol-related meanings 

(Gladwin & Wiers, 2012; Robinson & Berridge, 1993). 

It must be acknowledged and emphasized that such generalizations from the linguistic to the 

psychological context are speculative and the current study provides only a step towards lines of 



research in such directions. However, there is a natural hypothetical causal mechanism connecting 

semantics and emotional states, namely appraisal (Bayliss et al., 2016; Cutuli, 2014; Hajcak & 

Nieuwenhuis, 2006). If meaning is biased in a certain way, this could affect the appraisal of stimuli 

and hence emotional responses. Further, verbal stimuli are psychologically associated with other 

cognitive and emotional processes (Ashley et al., 2013; Cane et al., 2009; Frings et al., 2010; Herbert 

& Kissler, 2010; Stanford et al., 2001), and so semantic associations could form a bridge between 

more general stimuli and psychological states. Finally, we note that semantic models may fit into 

different models of the IAT, such as the quad model (Beer et al., 2008; Conrey et al., 2005). The quad 

model notes that the IAT is not a process-pure task and attempts to disentangle four sub-processes, 

and has been used to attempt to better understand relationships between alcohol and aggression 

(Gladwin et al., 2018). One of the sub-processes is the automatic activation of an association. In the 

quad model, this is not further formalized beyond the role of the parameter in a multinomial model 

fitting performance data. It seems that computational models of semantic similarities could be, at 

least conceptually, plugged in to the model within this parameter. 

The results also suggest a use of machine learning in improving implicit measures. One of the issues 

with implicit methods is the variation in effects from trial to trial due to which specific stimuli are 

used. Considering the specific stimuli used in the tasks has been found to improve psychometric 

properties; for instance, internal reliability of an attentional bias measure involving alcohol was 

improved by using personalized stimuli (Christiansen et al., 2015). Exploratory research found that 

only certain stimulus categories showed mediating mechanisms of a cognitive training intervention 

for alcoholism (Gladwin et al., 2015). At the item level of the IAT, certain words chosen to fit in a 

category could have stronger congruence effects than others. Using algorithms such as those used in 

the current study would allow researchers to use the strategy of selecting word sets based on a 

priori computational similarities that are more likely to result in sensitive methods able to detect 

effects of interest; or word sets with less strong overall similarities that could be more suitable to 

evoke individual differences (Hedge et al., 2017). Furthermore, this approach would allow a 



principled re-analysis of existing data that could focus on subsets of stimuli predicted to be more 

able to evoke effects. 

The current study provides an initial step in this direction but, of course, has limitations. The current 

results concern specific alcohol-related associations, with certain sets of positive and negative 

stimuli. Future research is needed to determine whether the connection between computational 

and behavioural measures of association generalizes. Further, the original study (Gladwin & Vink, 

2018) concerned a convenience sample, which was considered appropriate to the aims but did not 

allow strong inferences concerning populations within which effects would or would not be 

expected; future research could focus on more specific populations and potential differences 

between them. Similarly, the corpus on which the word vectors used in the current study were 

based involved only one particular, although well-known, vocabulary; other corpuses could in 

principle generate models with different results. Finally, we did not compare different types of 

models: while the current results showed strong associations involving computational and 

behavioural similarities at item level, future research might find different models that are even 

better at predicting behavioural patterns. 

In conclusion, the current study demonstrated relationships, at the item level, between 

computational measures of association, based on quantified semantic similarity, and behavioural 

measures of association, based on reaction time in Implicit Association Tests. The results add to the 

evidence that neural network language models and the word2vec algorithm captures interesting 

aspects of meaning, may support theoretical development around implicit associations, and provides 

directions for methodological improvements in implicit measures design and data (re-)analysis. 
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Figure 1. Relationships between computational and behavioural association scores 

A. Positive task, RT 

 

B. Positive task, accuracy 



 

C. Negative task, RT 



 

D. Negative task, accuracy 



 

Note. The plots show the behavioural-computational associations for different words, for the 

positive and negative tasks and for RT and accuracy. Each line on the plots represents one 

participant; the lines connect points which represent the combinations of computational and 

behavioural association scores for each word. The order of words from lowest to highest 

computational association scores words was, on the positive task: 'social', 'acceptance', 'worthwhile', 

'success', 'confident', 'relaxing', and 'exciting'; and on the negative task: 'failure', 'dangerous', 

'boring', 'disapproval', 'disgusting', 'violent', and 'hangover'. 

 


